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In t is paper, we develop the theory of sampling 
on successive occasions when the sampling design 
is multi- stage. We consider four different sam- 
pling plans, with different combinations of re- 
placement of primary and secondary sampling units 
for the case of the two -stage sampling on two oc- 
casions. The best linear unbiased estimates of 
the population mean on the current occasion, the 
change from one occasion to another and the over- 
all mean over two occasions are given. The rela- 
tive efficiencies of the four sampling plans are 
also given. It is shown that the partial replace- 
ment of the primary and secondary sampling units 
is generally efficient for the estimation of mean 
on the current occasion. 

1. INTRODUCTION 
In the study of any dynamic population that 

changes with time, it is necessary to sample the 
population at different time points to obtain re- 
liable estimates of the population parameters, 
Generally speaking, we may be interested in esti- 
mating three different parameters:(1) The popula- 
tion mean on the most recent occasion,(2) the 
change in the mean from one occasion to the next, 
(3) The mean over all occasions in a given period 
of time. For the special case of the simple ran- 
dom sampling the theory of successive sampling has 
been developed by Jessen (1942), Yates (1960), 
Patterson (1950), Eckler (1955), and Rao and 
Graham (1964). Recently, Singh (1968) and Singh 
and Kathuria (1969) have obtained some results on 
the successive sampling for a two -stage sampling 
design. In this paper, we develop the theory of 
successive sampling in the case of two -stage 
sampling. The extension of the theory of 
successive sampling from the single stage to 
the two -stage sampling is of considerable prac- 
tical importance since usually a survey design 
is two -stage or multi- stage. We consider four 
different sampling procedures for the case of 
two -stage sampling on two occasions only. In 
all sampling procedures, we restrict ourselves 
to the following two - stage design for simplicity: 

N =the number of primary sampling units ( psu's) in 
the population 

M =the number of the secondary sampling units 
(ssu's) in each psu in the population 

n =the number of psu's in the sample 
m =the number of ssu's in each psu in the sample. 

The psu's and ssu's are selected by simple random 
sampling without replacement on each occasion and 
n «N8m «M so that the finite population correc- 
tion factors in the variance formulas can be ig- 
nored. In deriving the variances of the estimates 
we shall also ignore the covariance terms which 
are of order 1 /N, The sample size on each occas- 
ion is nm. Some notations are introduced here 
that will be used in the subsequent sections, 

=the 
value of y for the -th secondary in the 

k -th primary on the i -th occasion (1 =1,2). 
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N M 

Yi.. k=1 

=the population mean of y on the ith occasion 
(i =1,2). 

N 

Sbi- E (Yik.-Yi..)2/(N-1) 
k=1 

=mean square error between psu means in the 
population on the i -th occasion (1 =1,2) 

N M 
E E 

S2 k=1 

wi N(m-1) 

=mean square error between ssu's within psu's 
in the population on the i -th occasion (1=1,2) 

N 

pbijSbiSbj (N-l) Y1..)(Yjk. 3..) 

=true covariance between the psu means on the 

i -th and j -th occasions (i #j =1,2). 

N M 

N(M -1) 
k£1 =1(yikß- 

'jk.) 

=true covariance between ssu's within psu's on 

ï.th and occasions (i #j =1,2). 

The four sampling procedures that we consider 
for the two -stage sampling design are as follows: 

Procedurel: Retain all primary sampling units 

(psu's) and from each of these psu's make a fresh 

selection of secondary sampling units (ssu's) on 

the current occasion. 
The pattern of sampling may be illustrated as 

follows: 
Sample fraction 
of Secondaries 

First Occasion xxxx psu's 
same but 
ssu's 
different 

Second Occasion xxxx 

72..I 

where =mean per secondary on the i -th occa- 

sion based on ssu's that are present only on 
the i -th occasion (i =1,2) 
Procedure II: Retain only a fraction p of the 
psu's with their samples of ssu's from the previous 
occasion and make a new selection of fraction q of 
the psu's on the current occasion, where p +q =1. 
Sampling Pattern 

Sample fraction np nq nq 
of psu's 

xxx xxxx 
First Occasion 



xxxx Second Occasion xxx 

psu's ssu's psu's ssu's) 
same different 

where 

mean per secondary on the occasion 
(i =1,2) based on npm units common to 
both occasions 

= 
mean per secondary on the i-th occasion 
based on nqm units that are present on 
the i-th occasion only (i =1,2). 

Procedure III: Retain all the psu's from the pie- 
ceeding occasion, but retain only a fraction p of 
ssu's within each of the psu's retained and make 
a fresh selection of the remaining fraction q of 
ssu's on the current occasion, (p +q =1). 

Sample fraction 
of ssu's npm nqm 

First Occasion xxx xxxx 

Second Occasion xxx 

nqm 

xxxx 

psu's psu's same but 
same ssu's different 

where 

= mean per secondary on the occasion 
(i =1,2) based on npm units present on 
both occasions. 

= 
mean per secondary on the ìth occasion 
for nqm units that are present only on 
the i -th occasion (i =1,2). 

Procedure IV: Retain a fraction p of psu's from 
the previous occasion and in each of these psu's 
retain only a fraction r of the ssu's and make a 

fresh selection of fraction s of ssu's (r +s =1). 

Also select the remaining fraction q of the psu's 
on the current occasion. 

Sampling Pattern 
Primaries 

np nq 

Secondaries nprm npsm 

First occasion xxx xxxx 

IV 
Second Occasion xxx xxxx 

y2 IV y2 .. IV '2. . IV 

psu's,ssu's psu's same both psu's 
same ssu's diff. and ssu's 

where different 

1 IV 
mean per secondary on the i -th occasion 
(i =1,2) based on nprm units that are 
present on both occasions. 

IV = 
mean per secondary on the i -th occasion 
(i =1,2) based on npsm units that are pres- 
ent only on the i -th occasion (i =1,2), 

= 
mean per secondary on the i -th occasion 
based on the nqm units that are present 
only on the i -th occasion (i =1,2), 
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We obtain the best linear unbiased estimates 
of the change and over all mean under procedures 
I, II III. The best linear unbiased estimate 
of the population mean on the current occasion is 
given under procedure IV also. The relative ef- 
ficiencies of suggested sampling procedures are 
given. 

2. ESTIMATES OF THE CHANGE 

2.1 Procedure I: A linear unbiased estimate of 
the change in the population mean is 

given by 

AI = 

and its variance is 

Var(A1)= + 

(2.1) 

+ + - 2Pb12 n 

If the variance components on two 
same, that is 

S = 2 = ' 1 

pó12 pb then the variance of AI 

simplified to 
S 
2 

S 
Var(A1) = I(1 + ] 

occ sions remain 
= S'2 = s2 and 

is further 

(2.2) 

If independent samples are drawn on each occasion, 
the variance of AT is 

S 

Var(A1)= (Sb + (2.3) 

If the same sample is repeated on each occasion, 
the variance of is 

2 

Var(A1)= + ID] (2,4) 

A comparison of (2.2),(2.3)$(2.4) shows that for 
>0, the most precise estimate of change 

is obtained by observing the sample on each occa- 
sion. The partial replacement policy is, however, 
superior to the policy of complete replacement. 

2.2. Procedure II: A general linear estimate of 
the change _ may be written in the fol- 

lowing form: 

(2.5) 

Now E(AII) = (a +b) 
'l..+ 

(c+ d) Y2.. 

If is to be an unbiased estimate of the change 

Y2, - Y1.., then a +b = -1 and c +d = 1, and 

Consequently, the variance of AII is 

Var(AII) =a2 
nq +(l 

+a)2n1 
np 

-c)2°2 
-2c(l +a) 

12 
(2.7) 

where S2 

= =1,2 



bj 
Pwij = 1,2 

The values of a and c that minimize the variance 
of are obtained by solving the following 

equations 

Var(41) = 0 and Var(. 1) 

as 

a0 = 

slat 
-ß12q2 

If we assume that 
2 2 2 2 2 2 

Sb2= Sb and Sw2= Sw 

= 0 

a1P(a2+ß12q) 

(say) 

(2.8) 

then = a2 = a and 012 = 0 (2.9) 

Now, using (2.6), through (2.9) we get 

A11 (Y2 .. I . I I) 

and 
a 

Var(AII) -2n 0<q <1 and a >0 

and its variance after some algebraic manipula- 
tion can be obtained as 

1 -p S2 
Var(A II) = 

(1 +(1- (2.14) 

Special Cases 

(i) For q =0, 

(ii) Forq =1, 

S2 

(1-pb)Sb+(1-Pw) 

Var(f./II) 
ñ[(1-Pb)Sb+ m (2.16) 

It may be noted that for q =1, the procedure III 
becomes identical to procedure I, and the var- 
iance in (2.16) checks with that in (2.2). 

Now, from (2.14), (2.15) and (2.16) it can be 
seen that for q =0, the variance of is min- 

imized. Therefore, the most precise estimate of 
change is obtained by repeating the same sample 
on each occasion. It follows from (2.14) and 
(2.16) that a policy of partial retention is 
superior to the policy of selecting independent 
samples on each occasion if 

Relative Efficiency: (i) Denoting the relative 
efficiency of procedure III with respect to pro - 

(2.10) cedure I by REC31, it can be seen from (2.2) and 
(2.15) that 

1 
(2.11) 

REC31- b 
Imp >1, for pb,pw >0, (2.17) 

1- 
Pb +(1 

w 
Thus, Var(A ) is minimum when q =0 and is maximum 
when q =1, 0>0. Hence to estimate change it 
is best to repeat the same sample on the second 
occasion if 

Relative Efficiency: Let REC21 denote the rela- 

tive efficiency of procedure II w.r.t. procedure 
I for the estimation of the change. From the 
equations (2.2) and (2.11) it can be shown that 

(1 m)[(1- +(1 
REC21 - (2.12) 

(1+ 

where = S2 /Sb. 

It is interesting to note that for q =0 (complete 
Matching), >0 and pw >0, REC21 <1, and REC21 <1 

if q = 0, Pb <0 and pw <0. But for <q <1, it is 

difficult to make analytic comparisons. The 

numerical evaluation of REC21 given by us in a 
technical report (1974) shows that for small 
values of m and q, and large values of pb and 

pw, procedure II is generally superior to pro- 

cedure I for estimating the change in the 
population mean. 

2.3 Procedure III: Following the methods of the 

previous section and under the assumption (2.9) 

it can be shown that the best estimate of the 
change is given by 

-t 
1-pwq III) 

q(1-Pw) -* 

III) 

Thus, procedure III is superior to procedure I 

for estimating change when p ,pw >0, 
(ii) let REC32 denote the relative efficiency of 
procedure III w.r.t. II for estimating the change. 
It follows from (2.11) and (2.15) that 

(1-Pwq)(1 
REC32 - 

+(l +(l 

(2.18) 

It may be noted that REC32 =1 for q =0 as it is ex- 
pected and for q =1 REC32 >1 if For 0<q <1, 

it is difficult to make analytical comparisons of 
the efficiencies. From the numerical evaluation 
of REC32, we find that the procedure III general- 
ly gives a better estimate of change than proced- 
ure II, and the gains are appreciable when q,pb, 

and m are large and is small. 

3. ESTIMATES OF THE OVER -ALL MEAN 
FOR TWO OCCASIONS 

3.1 Procedure I: A general linear estimate of 
the over -all mean on two occasions, 

= 
+Y2 
) is given by 

I 
(3.1) 

where and e2 are suitable weights depending 

on the relative importance of the two occasions 
and e1 +e2 =1, Suppose in the study of a disease 

(2.13) it is intended to estimate the average number of 
persons affected by it, then and e2 may be 
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taken in proportion to the number of affected 
persons on each occasion. Under.the assumption 

(2.9) the variance Sof ÿi2 is obtained as 

+ ) (3.2) 

If e1 =82= then 
S2 

[(1 +pb)S+ (3.3) 

If new samples are drawn on each occasion, then 

Var(yI) [Sb + 

Thus, for pb>0 procedure I does not provide an 

efficient estimate of the over -all mean. How- 
ever, if procedure I is perferable to draw- 
ing differ *nt samples on each occasion. 

3.2 Procedure II: One possible linear form of 
the estimate of the over -all population mean may 
be 

81[ +(1- 

+(l- 
(3.4) 

Where 0 
1 
and 82 are suitable weights that may be 

chosen according to the relative importance of 
the two occasions so that 81 +02=1; a and b are 

constants to be chosen in such a way that Var 
is minimum. From Singh (1968) who deve- 

loped this procedure we have the variance of 
under assumption (2.9) as 

S2 S2 

Var(ÿII) (3.5) 
S 

(l+Pbq)Sb +(l +Pwq) m 
Var(ÿ11) is minimum when q =1 and maximum when 

q =0 for Pb >0 and pw Hence, it follows, that 

to estimate the over -all mean for two occasions 
it is best to draw independent samples. However, 

if Pb <0, Pw<0, a partial replacement procedure 

will be more efficient. 

Relative Efficiency: The relative efficiency of 
procedure II w.r.t. procedure I for the estima- 
tion of the over -all mean from (3.3) and (3.5) 
is given by 

m)[(1 +(l 
REOM21= (3.6) 

(1 m)[(1 +(l 

Thus, REOM21>1 for q =1, pb >0 and REOM21 <1 for 

q =0 pb, pw Further, the numerical eval- 

uation of REOM21 shows that procedure II is 

superior to procedure I for pb, 1 <5 

and q> .5. 

3.3 Procedure III: A general linear estimate 
of the over -all mean, under procedure III, may 
be written as 
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* 

(3.7) 

where and 82 are suitable weights (81 +02 =1). 

It can be shown that under the assumption (2.9) 

the values of a and c that minimize Var(ÿ111) are 

given by 

P(82-81P0) 
a ; (3.8) 

82(1-PWg2) 

Therefore, with optimum values of a and c, 

becomes 

'III 
(1 q 

2 
) 
-1 

P(82- 

-p2 
2) 

(3.9) 

and its variance is, 

[(28182Pwq- 

If 01=02= 

Var 

S2 

+(8i+822)(1-PWg2)J 

S2 

(3.10) 

then 

1 

q b 
(3.11) 

Relative Efficiency: Note that for q =1, 

= Var(ÿ1) given in (3.3); but for 0 <1 and pb >0, 

w 
>0 procedure I is more efficient than procedure 

III. The relative efficiency of procedure IIw.rt 
III for the estimation of the over -all mean is 

given by l 
+pw 

(1 +Pb +(1 +p +(l 

REOM23- w (3.12) 

(1 +1)[1 +Pb +(1 +pw)L] 

We note that RE0M23 =1 for q =0 and for q =1, REOM23 

>1 if >o REOM23 <1 if pb For 0 <q <1 the 

numerical evaluation of REOM23 shows that proce- 

dure II is more efficient than procedure III and 

the gains in efficiency are appreciable for 

>.5 and q >.5. 
We find from the above results that for the 

estimation of over -all mean it will be statistical- 
ly more efficient to draw independent samples on 

each occasion when the correlation between the 

values of the sampling units on successive occas- 

ions is positive. However, practical considera- 

tions such as construction of frame, operational 
problems and costs may often weigh in favor of 
retaining a part of the sample from one occasion 
to the next. This policy of partial replacement 



is, of course, better if the correlation is 
negative. 

4. ESTIMATES OF THE MEAN ON THE 

CURRENT OCCASION 

4.1 Procedure I: A general linear estimate of 

Y2.., the population mean on the second occasion 

may be written as 

If 
is to be an unbiased estimate of Y 

2.., 
we must have a =0 and b =1. Thus procedure I 

becomes a trivial case. 

4.2 Procedure II: A linear unbiased estimate 

of 2.. may be expressed as 

t, 

y2.. a( y1. .I1- +(1- 

(4.1) 

From Singh(1968) we have the optimum values of 
a and c under the assumption (2.9) as 

a0 = /(a2- q'2ß2) c0= pa2 /(a2- q'2ß2) (4.2) 

and =a(a2- q'ß2) /n(a2- q'2ß2) (4.3) 

Where q' denotes the replacement fraction for 
psu's, Now Var(ÿ.11) /n for q' =0 or q' =1 and 

for all other values of q'(0 <q' <l) the partial 
replacement will be more efficient if O. 

Singh also shows that q' should always exceed 

4.3 Procedure III: The estimation of the mean 
on the current occasion under this procedure was 
investigated by Singh and Kathuria (1969), Under 
the assumption (2.9) they obtained the estimate 
and its variance as 

y2..III 

and 

(1-pwg') 

nm' 

(4.4) 

S2 S2 
= ñ + for q' =0,1 (4,5) 

where q' denotes replacement fraction for ssu's, 
From the results in (4.5) it is easily seen that 
it is advantageous to retain a part of the sample 
for estimation of the population mean on the 
second occasion. 

4.4 Procedure IV: A general linear estimate of 

Y2.,, the population mean on the second occasion 

may be written as 

'l 
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IV , IV 

Now +b +e)1.. +(e +d +f)ß2., 

If 2., and 2..1V is to be an unbiased 
estimate of 12.,, we must have a +b +e =0 and 

c +d +f =1 . Therefore, 

Y2..IV (a 

(4.6) 

+cY2..IV +dY2..IV (4.7) 

The variance of ignoring the finite pop- 

ulation correction terms and covariance terms 
which are of order 1 /N, is given by 

S2 S2 S2 S2 
V =Var 2 bl wl 2 wl 

(np nprm)+b ( ñp + npsm) 
S2 S2 S2 S2 

+b)2( +c2( b2 w2) 

nq nqm np nprm 

c2 2 c2 s2 

+d( + nsm) 
+(l- c- 

2 -b2 nq nq 

+2ab1 +lac Sb1Sb2 
( b12 

+2adp 
b12 b12 np 

2 

+2bdPb12Sbnpb2 + 2cdp (4.8) 

The optimum values of the weights a,b,c and d 
that will minimize are obtained by 

solving the following system of linear equations: 

=o, =o and =0. 

Under the assumption (2.9) these lead to the 
following equations. 

a[m(1- s) +(q +(1- q)(1 -s))$] 

+ b[ m( 1- s) +(l- q)(1- s)$] +c[Pbmq(l- s) 

+d[mq(1- s)pb] =0 (4.9) 

a [ ms+( l- q) s+] +b[ms +(q +(1- 

(4,10) 

a[ mq( 1- s +b[mq(1- +c[m(1 -s) 

+( q+( l- q )(1- s))$] +d[m(1- s) +(1- q)(1 -s)$] 

= m(1- q)(1- s) +(1- q)(1 -s]$ (4.11) 

amgsPb+ bmgsPb+ c[ms +(l- +d[ms +(q +(l- 

=m(1-q)s+(1-g)s4 (4.12) 

Solving the equations (4.9) through (4,12) the 
optimum values of a,b,c, and d can be expressed 
in terms of m,q and s, and parameters pb,pw and 

=S2 /S2 but they are too cumbersome to present 

here. The numerical values of the weights for 



selected values of the parameters are pre- 
sented in tables 1 and 2. Substitution of the 
optimum values of the weights a,b,c and d in 
(4.8) provide Var(ÿ2..1v) which is too complica- 

ted for analytical investigation of the replace- 
ment policy. To compare procedure IV with pro- 
cedures II and III the over -all replacement 
fraction should be same in each case. By equat- 
ing the number of unmatched units we obtain 

nq'm = npsm + nqm 

or q' = q +s -qs (4,13) 

where q' is the replacement fraction of psu's 
in procedure II and that of ssu's in procedure 
III. The relative efficiencies, REM42 and REM43 
of procedure IV w.r.t procedures II and III res- 
pectively have been evaluated numerically for 
selected values of m,q,s and parameters p 

b 
,p 
w 

and 

0. The results are given in tables 3 and 4. It 
can be seen from tables 3 and 4 that (1) proced- 
ures II and IV are superior to procedure III, and 
(2) for q>.5 and s >.5, REM42 >l, but the gains 
achieved are not high. Thus the choice between 
procedure II and IV for estimating mean on the 
current occasion may depend on other practical 
considerations such as cost and operational pro- 
blems in a given survey situation. 

We may mention that the efficiencies of the 
suggested sampling procedures have been illus- 
trated using 'live data' from the Georgia Agri- 
cultural Facts (1964) for the estimation of 
average corn -yield per acre on the current occas- 
ion. The procedure IV was generally superior to 
procedures II III but the gains achieved were 
modest. Further, the assumption (2.9)was found 
to be nearly valid in this case. These results 
are given in a technical report (1974). 
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Table 1. Values of the weights a, b, c and d for pb = .7, = .5, m = 4 and a set of values of pw 
and s . 

= .3 q = .5 q = .7 

s a b c d a b c d a b c d 

.1 -.1613 .0190 .6639 .0648 -.1901 .0074 .5141 .0466 -.1738 .0002 .3509 .0293 

.3 

.5 

-.1774 
-.1687 

.0389 

.0343 
.5366 
.4060 

.1920 

.3216 

-.1872 

-.1658 
.0097 

-.0060 
.4194 

.3196 
.1396 

.2367 

-.1608 
-.1359 

-.0072 
-.0257 

.2881 

.2204 

.0890 

.1525 b 
.7 -.1312 .0014 .2637 .4621 -.1225 -.0426 .2086 .3438 -.0966 -.0574 .1439 .2232 
.9 -.0564 -.0680 .0976 .6250 -.0505 -.1064 .0774 .4691 -.0384 -.1062 .0532 .3062 

.1 -.1834 .0319 .6727 .0605 -.2139 .0173 .5280 .0402 -.1973 .0067 .3684 .0256 

.3 -.2204 .0736 .5600 .1739 -.2271 .0365 .4462 .1231 -.1951 .0109 .3149 .0764 

.5 -.2271 .0852 .4462 .2872 -.2178 .0339 .3596 .2071 -.1777 .0011 .2555 .1311 b 

.7 -.1951 .0591 .3149 .4161 -.1777 .0026 .2555 .3059 -.1389 -.0274 .1817 .1971 

.9 -.0969 -.0306 .1336 .5919 -.0844 -.0775 .1083 .4429 -.0631 -.0875 .0763 .2889 

.1 -.2063 .0454 .6829 .0553 -.2394 .0278 .5443 .0365 -.2241 .0141 .3897 .0209 

.3 -.2691 .1127 .5912 .1496 -.2747 .0682 .4819 .1006 -.2387 .0334 .3518 .0587 
p 

.5 -.3047 .1526 .5081 .2339 -.2904 .0893 .4219 .1605 -.2403 .0408 .3124 .0961 b 

.7 -.3053 .1584 .4147 .3265 -.2778 .0842 .3488 .2304 -.2209 .0304 .2599 .1426 

.9 -.2127 .0761 .2485 .4887 -.1849 .0078 .2064 .3599 -.1398 .0299 .1517 .2325 
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Table 2. Values of the weights a, b, c and d for pb = .9, 0 = .5, m = 4 and a set of values of pw, 
q and s. 

q=.i 

s a b c d a b c d a b d 

.1 -.1972 .0159 .6804 .0646 -.2469 .0033 .5524 .0477 -.2485 -.0047 .4129.0321 

.3 

.5 

-.2070 
-.1914 

.0296 

.0183 

.5522 

.4194 

.1923 

.3237 
-.2344 
-.2023 

-.0033 
-.0287 

.4533 

.3472 
.1440 
.2461 

-.2228 
-.1834 

-.0224 
-.0525 

.3408 

.2617 
.0983 
.1700 b 

.7 -.1461 -.0221 .2734 .4674 -.1465 -.0764 .2276 .3600 -.1274 -.0974 .1712 .2510 5 

.9 -.0619 -.1003 .1016 .6353 -.0594 -.1535 .0847 .4949 -.0496 -.1614 .0633 .3465 

.1 -.2204 .0293 .6909 .0596 -.2746 .0139 .5710 .0421 -.2823 .0030 .4414 .0271 

.3 -.2520 .0655 .5785 .1723 -.2800 .0260 .4865 .1245 -.2692 -.0013 .3804 .0823 

.5 -.2529 .0715 .4634 .2864 -.2613 .0152 .3949 .2120 -.2383 -.0210 .3104 .1436 

.7 -.2136 .0385 .3287 .4181 -.2089 -.0266 .2822 .3172 -.1815 -.0623 .2211 .2195 

.9 -.1048 -.0610 .1400 .6002 -.0975 -.1217 .1200 .4657 -.0803 -.1399 .0924 .3264 

.1 -.2445 .0431 .7030 .0537 -.3048 .0254 .5927 .0354 -.3224 .0118 .4765 .0207 

.3 -.3035 .1065 .6132 .1457 -.3352 .0610 .5307 .0982 -.3308 .0264 .4359 .0592 9 

.5 -.3352 .1424 .5307 .2290 -.3452 .0770 .4691 .1585 -.3241 .0278 .3909 .0993 

.7 -.3308 .1435 .4359 .3224 -.3241 .0648 .3909 .2316 -.2907 .0081 .3269 .1522 

.9 -.2279 .0518 .2597 .4907 -.2119 -.0268 .2321 .3729 -.1782 -.0716 .1892 .2591 

Table 3. REM42 and REM43 for 
Pb 

= .5, m = 4 and a set of values of q and s. 

q = .3 q= .5 q = .7 

REM42 REM43 q' REM42 REM43 q' REM42 REM43 

.1 .37 99 110 .55 100 114 .73 100 113 

.3 .51 97 110 .65 100 114 .79 102 113 

.5 .65 97 110 .75 101 113 .85 103 113 

.7 .79 99 110 .85 104 113 .91 106 112 

.9 .93 104 109 .95 108 112 .97 109 112 

.1 .37 99 111 .55 100 114 .73 100 114 

.3 .51 97 111 .65 100 114 .79 102 114 

.5 .65 97 111 .75 101 114 .85 104 114 

.7 .79 99 110 .85 104 114 106 113 

.9 .93 104 110 .95 109 113 .97 109 112 

.1 .37 99 111 .55 100 114 .73 101 114 

.3 .51 97 111 .65 100 114 .79 102 114 

.5 .65 97 111 .75 102 114 .85 105 114 

.7 .79 99 111 .85 105 114 .91 108 114 

.9 .93 106 110 .95 110 114 .97 111 113 

b 

pb=.5 

b 

Table 4. REM42 and REM43 for pb = .9, 0 = .5, m = 4 and a set of values of q and s. 
q q = q = .7 

s q' REM42 REM43 q' REM42 REM43 q' REM42 REM43 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 

93 

90 

92 

102 

119 
119 
118 

118 

117 

.55 

.65 

.75 

.85 

.95 

99 

97 

98 

101 

112 

128 
127 
126 

126 
124 

.73 

.79 

.85 

.91 

.97 

100 
101 

103 
108 

117 

130 
129 

128 
127 
125 

b 

pb=.5 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 
92 

90 
91 

100 

120 
119 

119 
119 
118 

.55 

.65 

.75 

.85 

.95 

99 
97 

97 
100 
111 

129 
129 

128 
127 
125 

.73 

.79 

.85 

.91 

.97 

100 
101 

103 
108 
117 

133 
132 
131 

129 

127 

b 

.1 

.3 

.5 

.7 

.9 

.37 

.51 

.65 

.79 

.93 

97 
92 

89 

90 
100 

120 
120 
120 

120 
119 

.55 

.65 

.75 

.85 

.95 

99 
97 

97 
100 
111 

130 
130 
130 
129 
127 

.73 

.79 

.85 

.91 

.97 

100 
101 
104 
109 
119 

135 
135 
134 

133 
130 

b 

pb=.9 

268 


